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CYBERWAR:
THE FUTURE OF WAR?

Brett Lunceford

When Estonian officials decided to remove Soviet war monuments from
their capiral in 2007, local Russians rioted and looted in protest. But the bat-
tle also took place online. An article in The Economist described the cyber-
attacks: “Some have involved defacing Estonian websites, replacing the pages
with Russian propaganda or bogus apologies. Most have concentrated on
shutting them down. The attacks are intensifying.... At least six sites were all
but inaccessible, including those of the foreign and justice miniscries” (“A
Cyber-riot,” 2007, p. 55).

i Although these events seem relatively minor, such actions trouble the
m._mzanmo: between the physical world and the digital realm in the informa-
tion age and raise questions concerning the potential for cyberspace to become
an electronic battlefield.

NATO has been paying special attention. “If a member state’s communications
centre is attacked with a missile, you call it an act of war. So what do you call it
if the same installation is disabled with a cyber-attack?” asks a senior official in
Brussels. Estonia’s defense ministry goes further: a spokesman compares the
attacks to those launched against America on September 11th 2001 [“A Cyber-
riot,” 2007, p. 55].

The full implications of information warfare are still being considered, but it
seems that in an increasingly connected world such disruptions will become
progressively more severe in impact.

The threat of hackers breaking into electronic systems has existed for
quite some time, but the nature of the threat has evolved. In 1989, the Air
Force Satellite Control Network System Program Office for Sustaining Engi-
neering (1989) issued a pampbhlet titled The Hacker Threat that portrays hack-
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ers more as a nuisance than as a terrorist threat. Hackers are no longer seen
as simply a nuisance. They are now potential terrorists or enemy combatants
with the ability to destroy computerized systems from the relative anonymity
of the ether. With the shift to an information economy comes the possibil-
ity that information can be used as a weapon, especially as the military
becomes increasingly dependent on electronic communication systems and
nQ?ovar% McLuhan, Fiore, and Agel (1967/1996) Eovrn:nu:v. declared
that “real total war has become information war” (p. 138).

In this essay, | consider the potential for digital warfare to function as
an appendage t0 craditional warfare. Cyberwar encompasses not only warfare
against communication systems, but also warfare mediated through commu-
nication systems. Communication systems have always been a primary target
in warfare, but now the attacks come not only from missiles but also from
within the system. Moreover, the lines between citizen and enemy are no
longer clearly demarcated. Individuals can do the work of armies in the dig-
ital realm through the use of programs and automation. Taking the battle into
cyberspace allows an attacker to evade physical surveillance and disconnect
from the body — possibilities inconceivable in industrial-age warfare. Com-
munication systems are no longer simply the means by which one organizes
forces in battle or wins the hearts and minds of the people — these systems
are now part of the battlefield itself.

Defining Cyberwar

* The practice of warfare is ever-evolving, often spurred on by combat-
ants who attempt to use technological advances to achieve military superior-
ity over those who lack that technology. For example, White (1962) suggested
that the invention of the stirrup forever altered the nature of warfare, allow-
ing for the possibility of mounted shock combat (pp- 1-38). Rothstein (2007)
traced an evolution in American warfare strategies from massive land forces
that were then coupled with naval forces and air power, through the advent
of network-centric warfare (NCW) (pp- 277-278).

Modern military forces have evolved considerably from horse-mounted
warriors. However, technologies tend to build on the past, augmenting pre-
vious practices rather than replacing them altogether. For example, despite
its primitive origins, the infantry is still an important component of modern
warfare, especially in the case of irregular warfare and guerrilla warfare where
NCW may not be as effective (see Betz, 20006). Artillery and machinery, cast
in the forge of the industrial age, continue to play an essential role in war-
fare. However, it is clear that the dawning of the information age will signi-
ficantly influence the future of warfare (for theories concerning the information
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society, see Bell, 1999; Castells, 2000; Schement, 1989; Schement & Curtis,
1997; Toffler, 1980, Webster, 1995). Communication systems are already an
essential component of increasingly tech nologized warfare (see Schleher, 1999;
Vakin, Shustov, & Dunwell, 2001).

Cyberwar is difficult to define, as it is sometimes used interchangeably
with the terms netwar, information warfare, electronic warfare, cyberterror-
ism, hacking and net-centric warfare. Yan and Wang (2006) explained that
“NCW is not only a campaign idea but also a campaign system ... centraliz-
ing command, control, communication, computer, intelligence, surveillance,
and reconnaissance (C*ISR), electronic warfare, information warfare, cam-
paign support, and firepower system altogether, making [up] an information
network system” (p. 121). Alexander (2008) provided this definition of cyber-
war: “Cyberwar (CW) can be defined as a subset of the electronic order of
battle (EOB) encompassing all operations that either attack computer sys-
tems and networks or defend against attacks, by aggressors, on friendly sys-
tems and networks” (p. 78). Arquilla and Ronfeldt (2001) defined netwar as
“an emerging mode of conflict (and crime) at societal levels, short of tradi-
tional military warfare, in which the protagonists use network forms of organ-
ization and related doctrines, strategies, and technologies attuned to the
information age” (p. 6). This is one of the more tailored definitions in that it
accounts for the shifting ideologies that underlie modern warfare and recog-
nize that the protagonists are no longer mainly agents of the state. It suggests
that “these protagonists are likely to consist of dispersed organizations, small
groups, individuals who communicate, coordinate, and conduct their cam-
paigns in an internetted manner, often without a precise central command”
(p. 6).

Cyberwar may be only one ractic among many in the practice of mod-
ern warfare, but it marks an important shift. The ideas of NCW, informa-
tion war, electronic warfare, netwar, and cyberwar all point to a changing,
increasingly digitized battlefield —a battlefield that is much more difficult to
define in terms of civilian and military space. Brenner (2008) explained how
the advent of cyberspace has brought about a significant shift in the ability
to wage war, observing that “giving non-state actors access to a new, diffuse
kind of power, cyberspace ends nation-states’ monopolization of the ability
to wage war and effectively levels the playing field between all actors” (p. 404).
Arquilla and Ronfeldt (2001) also observed that “many — if not most — net-
war actors will be nonstate, even stateless” (p. 7).

Although warfare is no longer the sole prerogative of the nation state,
the kinds of warfare that can be waged by non—nation-state actors remain
limited. In addition to isolated, but significant acts of terrorism, such as those
performed on September 11, 2001, the potential exists for widespread disrup-
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tion through infiltration of electronic networks. The cost of attacking another
individual, group, or even nation-state in cyberspace is significantly lower
than the cost of waging a similar attack in physical space. But the virtual and
the physical have become intertwined, and attacks on the digital Ru:..: can
ripple out into physical space. Nations and organizations that rely heavily on
information technology systems are most vulnerable to cyberattacks (Gom-
pert, Lachow, & Perkins, 2006, pp. 54-55). .

It is now possible to distill some principles of cyberwar. First, Qw.m:tuw
is decentralized. Cyberwar can be waged by small networks om._sa_iacm_m
using sophisticated technology. Attacks can come from anywhere in the world
with little warning. Second, cyberwar mainly takes place in and through cyber-
space. As networks become increasingly important, they m_mo. become a more
prominent target. During a hearing before the House Committee on Science,
U.S. Congressman Bart Gordon stated,

Networked information systems are key components of many of the Nation’s
critical infrastructures, including electrical power distribution, banking, finance,
water supply, and telecommunications.... But we know that many m-:n::wzo:v_
terrorist groups now actively use computers and the Internet to communicate,

and they are clearly capable of developing or acquiring the technical skills to
direct a coordinated attack against networked computers in the United States

[Cyber security: U.S. vulnerability, 2005, p. 14].

Gordon underscored the potential for non-state actors to engage in attacks
through digital space rather than physical space and the vulnerability of net-
worked systems.

Third, cyberwar exploits the interconnection between physical space and
cyberspace. Cyberwar is a product of the information age. Alexander Coom.wv
noted that “with the increasing use of semi- and fully autonomous robotic
surrogates for the soldier-in-the-loop in the battlespace, the 3&2&05&:. is
being exploited as a command and control interface with unmanned aerial
vehicles (UAVs), unmanned underwater vehicles (UUVs) and battlefield
robots” (p. 82). The interconnection between physical space and digital space
makes it possible to engage in warfare remotely, thereby reducing risk to per-
sonnel. But anything that can be controlled remotely is vulnerable to intru-

sion or interference.

Considering the Future of Cyberwar
Through Current Practice
In considering the future of cyberwar, it is illustrative to consider where

we are presently. For the moment, will propose an alternate definition of
cyberwar: cyberwar is the use of information technology to further the ends of
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warfare. | recognize that this is a broad definition, but broadening the scope
of cyberwar allows for an exploration of some of the more mundane elements
of cyberwar. With this definition, cyberwar encompasses the areas of com-
munications, propaganda and psychological operations, funding operations,
and intelligence. We will consider each, in turn.

Communications

Information technologies allow for an unprecedented ability to commu-
nicate in battle. One can communicate with friendly forces or intercept enemy
communications to gather intelligence. Because of the importance of secrecy
in tactical communications, cryptography has long been an important ele-
ment of wartime communications, and information technologies provide new
ways of encrypting messages (Gordon, 1981, pp. 14-25). Although early uses
of cryptography were mainly in the hands of the government, it is increas-
ingly used by the general public as well. This has altered the balance of power
between the state and non-state actors. For example, cryptography has been
used by those who fight against oppressive regimes ( Jones, Kovacich, & Luz-
wick, 2002, p. 394). Cryptography also has been used by terrorist organiza-
tions to keep their transmissions secret, but the use of code can be decidedly
lo-tech. Fielding (2004) reported that

Al-Qaeda members have relied on simple encryption in ordinary e-mail
exchanges. The September 11 hijackers, for example, while communicating
between Europe and America, renamed the World Trade Center as the “faculty
of town planning.” Capitol Hill was the “faculty of law” and the Pentagon was
the “faculty of fine arts.” The date for the attack was also referred to openly in a
simple code [p. 14].

Steganography is another way that information technologies allow for encryp-
tion. Steganography hides confidential information within another file. For
example, a map can be embedded within another image or a document may
be embedded within an mp3 music file. Most any digital file can be used to
hide another digital file. For example, Polish researchers “were able to trans-
mit 1.3Mbits of data in one direction during a 9-minute telephone call using
the method, which relies on dropping bits into audio streams while retain-
ing enough quality to make the call session useful to participants” (“Research-
ers Encode Secret Messages,” 2008, p. 2). Thus, even wiretapping is no longer
enough — one must consider the possibility that the message is embedded
within the medium itself, rather than the spoken word that travels through
the medium.

Steganography has clear benefits for terrorism and non-state sponsored
attacks. Kolata (2001) reported that steganography “was used by recently
apprehended terrorists who were planning to blow up the United States
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embassy in Paris. The terrorists were instructed that all their communications
were to be made through pictures posted on the Internet” (p. F1). Other
reports have suggested that Osama bin Laden has used n_.xvnomq»vrw and
steganography in communications to operatives (Cha & Krim, Ncor Mur-
phy, 2001). With steganography the casual observer sees only an image or
hears a sound file. Only the intended recipient understands that z.::n is a
message within the file. Gary Gordon, vice president of digital monn:m_nm tech-
nology for WetStone Technologies, stated, “It’s so insidious, you don’t even
know there is any communication going on” (quoted in Murphy, 2001, p. 5C).

As with most encryption schemes, the technology for resisting steganaly-
sis is becoming more sophisticated. Liu and Liao (2008) proposed a method
of embedding information within a JPEG image that resists several of the
major attacks on steganography. This, coupled with the fact that steganogra-
phy will easily hide an encrypted file, allows for a secure file to be hidden in
plain sight. Thus, even if one can recognize that the file nEv_oﬁ. steganogra-
phy, which may become more difficult as methods become Sn_.n»m_sm._w sophis-
ticated, the interceptor must then also break the encryption of the hidden file.

Impeding Enemy Communications

Information technologies can be used to impede an opponent’s ability
to disseminate their message. One example of silencing others can be found
in the use of denial of service (DOS) attacks. At its most basic, a denial of
service attack is overloading a server through the use of a zombie network or
a script. Some hacktivists refer to this as a “virtual sit-in,” because the effect
is similar (Lane, 2003; Wray, 1999). Those who wish to enter cannot because
the server is essentially full. .

Denial of service attacks can also be used as a means of hackstortion,
holding the server hostage unless demands are met (Conley, Nooov.._a 1999,
a hacker collective called the electrohippies launched a denial of service attack
against the World Trade Organization (WTO) during the wWTO nosmn_.nwnn
in Seattle. This provided an opportunity to raise consciousness concerning
the actions of the WTO and allowed those who opposed the WTO to voice
their arguments (DJNZ & Action Tool Development Group, 2000, PP- Nlmv.
Electronic Disturbance Theater also used this tactic to engage in vo_:_nm_._v~
motivated denial of service attacks on behalf of the Zapatista movement in
Mexico (Lane, 2003; Wray, 1999). .

The defacement of websites is another way that cyberwarriors can silence
another’s message while simultaneously disseminating their own.' A striking
example of this took place on Sunday, September 13, 1998, when the New
York Times website was hacked by a group of hackers called HFG, or H4cklng
for Girll3s (Hacking for Girlies). The hack was a belated response to a 1994
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New York Times article by John Markoff (1994) that portrayed Kevin Mit-
nick, a hacker, as a danger to society. However, Markoff was no mere beat
reporter. Three years before writing the article for the 7imes, he had pub-
lished a book that discussed Mitnick in great detail (Hafner & Markoft, 1991).
By the time the hack occurred, Markoff had written another book and a
screenplay describing Mitnick’s capture and arrest (see Chappelle, 2000; Shi-
momura & Markoff, 1996). Thus, many hackers blamed Markoff for the
demonization of Mitnick. The timing for the hack was well thought out.
Kenneth Starr had just published his report to Congress concerning President
Bill Clinton and Monica Lewinski. To regain control of the site, the New York
Times had to take the site offline for most of the day. Bernard Gwertzman,
editor of the New York Times on the Web, called it “the equivalent of some-
body blowing up a press” (quoted in Noack, 1998, p. 55).

Propaganda and Psychological Operations

Information technologies also are used to disseminate propaganda. Ellul
(1965) defined propaganda as “a set of methods employed by an organized
group that wants to bring about the active or passive participation in its actions
of a mass of individuals, psychologically unified through psychological manip-
ulations and incorporated in an organization” (p. 61). According to Ellul,
propaganda is too large an undertaking to be performed by one person. But,
as information technologies have become more widespread it is now possible
for individuals and small groups to disseminate messages and silence others.

According to Bernays (1928/2005), propaganda is about the management
of an image, or “interpreting enterprises and ideas to the public, and ... inter-
preting the public to promulgarors of new enterprises and ideas” (p. 63). One
way this is done is through the use of websites. Dallal (2001) described how
Hizballah has adapted their messages specifically for the Internet and how they
have managed their image both through linking and as participants in a dig-
ital war against Israeli hackers. Even anarchists are organizing and using the
Internet for damage control when they receive unfavorable news coverage
related to anti-globalization protest actions (Owens & Palmer, 2003).

Terrorists, in particular, seem adept at using Internet communications
as 2 way to gain attention from traditional mass media. For example, a com-
munication from Osama bin Laden may be released on the Internet, then
picked up by Al-Jazeera, and subsequently broadcast by CNN and other major
U.S. news outlets. Of course, this requires some kind of interest in the mes-
sage whether because of interest in the individual speaking — bin Laden, for
example — or from a shocking display, such as the videotaped beheadings of
Westerners (Colarik, 2006, pp. 50-51). Wagner (2005) wrote, “Along with
satellite television, the web has turned out to be the preferred medium for
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dissemination of terrorist “information,” including news, propaganda, and
. .1, »
other data that the terrorists would like to make available” (p. 21). .
Terrorist organizations also have used websites as a tool to recruit poten-

tial members. Coll and Glasser (2005) _.nvo:nm.
The Saudi Arabian branch of al-Qaida launched an online magazine in NC@A
that exhorted potential recruits to use the Internet: “Oh Mujahid gc”r_..._..ﬁh:.,
order to join the great training camps you don’t have to travel to other M: s
declared the inaugural issue of Muaskar al-Battar, or Camp of the Sword.
“Alone, in your home or with a group of your brothers, you too can begin to

execute the training program” [p. 10A].

Such an approach disseminates information -._Enr more nmwn.ma_:_w than B.”T
ing in physical space while making it more difficult to identify who has ta ken
part in such trainings. Sympathizers who may have been unable to partici-
pate due to lack of financial means or inability to travel can learn how to ?:nn
tion as al-Qaida operatives where they already live. This allows for a wider,
more diffuse network of potential operatives.

Funding Operations .

In addition to disseminating information and recruiting potential oper-
atives and sympathizers, information technologies also ?.o<._m.n new ways _n_o
fund a group’s or individual’s actions, such as money laundering, especially
through wire transfers (Shaffer, 2005; Wagner, 2005, pp- lem.wv. The advan-
tages of such a use of wire transfers are readily apparent, nmv.nn_u:v\ when con-
ducted through non-mainstream bank entities. Transactions can be done
anywhere in the world without being physically present. .

Like other uses of information technology, money laundering can also
be used in the service of mundane crime. A group of eleven hackers was
indicted in 2008 for stealing over 40 million credit card ::.BVM_.m .?o:“ var-
ious locations by breaking into computer systems and installing “sniffer vnonw
grams that gathered the data. They then encoded these onto blank n»a.m. an
withdrew cash from ATM machines. CNN reported that the rm.nrn; used
anonymous Internet-based currencies to conceal m:.m launder their v_‘%nm&m.
as well as channeling funds through bank accounts in mumﬁn:.. m.:dvn. ( Mcml
tice,” 2008, paragraph 12). It is not difficult to see how terrorist organizations

or other non-state opponents could employ similar methods to bankroll their

activities.

Intelligence Gathering and Data Use .

One area of cyberwar in which the government has a m.mm::nﬁ advantage
is intelligence gathering, especially in the use of dara mining C.w.ﬁ. Noo.wv.
Seifert (2004) describes the core components of data mining as the ability
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to collect and combine, virtually if not physically, multiple data sources for
the purposes of analyzing the actions of individuals” (p. 463). According to
Seifert, “Data mining consists of more than collecting and managing data, it
also includes analysis and prediction” (p. 464). But, as Seifert and Relyea
(2004) observed, centralized databases provide “a rich target for hackers” (p.
403). When hackers gain access to these databases, they can gather consider-
able information, whether that information is intelligence concerning the
plans of their enemies or simply the ability to engage in identity theft. Iden-
tity theft is the collateral damage of cyberwar. It is relatively unlikely chat an
individual will be targeted for identity theft. Rather, hackers tend to work in
aggregates. Such information can be gathered in many ways. For example, at
the University of California, Berkeley someone simply walked into an
unlocked office and left with a laptop containing Social Security Numbers
and information on over 98,000 former graduate students and applicants
(Burress, 2005). On a more financial note, CardSystems, a credit card process-
ing company, improperly kept data which resulted in 40 million credit card
numbers being compromised, including the security check code that is sup-
posed to deter fraudulent use (Dash, 2005). Savvy criminals can even buy
information. ChoicePoint sold access to 145,000 consumer records to thieves
who presented themselves as small business owners (Zeller, 2005).

All of these examples demonstrate the potential for groups and individ-
uals to use financial and personal information that the affected individuals
may not have even known existed. These digital activities may also spill over
into physical space. In her discussion of identity theft, McCue (2005) stated,
“After 9/1, it became painfully obvious that the highjackers had easily obtained
the false credentials necessary to move throughout the many systems that
require identification” (pp. 53-54).

Viruses as Weapons

There are ways that cyberwar could theoretically be waged by exploit-
ing code flaws in software. One such way is through the use of a computer
virus. Computer viruses have been around since art least 1983, when Fred
Cohen invented what is generally considered to be the first computer virus
(Jones, et al., 2002, p. 498). Viruses, worms, and other malware are a con-
cern to many because of our reliance on information technology. Hughes and
DeLone (2007) argued that discourse concerning viruses range from dangers
that are “widely touted, by the media, the government, and others” to a “grow-
ing chorus of voices criticizes this position for being based on an irrational
fear of what often turns out to pose little to no real threat” (p. 92). Hughes
and DeLone’s study suggests that both sides have an element of truth to them

(p- 93).
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Although the impact of computer viruses can be m.msmmmuzr umwnmmansh
of actual cost of damages varies widely. For nx»iv_.a.. OoT:r (2006) mﬁmmn
that the Love Bug virus reportedly caused wwnG. billion in n_»:_.ﬂm.nm sho_..ﬁo
wide (pp. 86-87). Hinde (2000) reported Hrn:nm:BEn at $100 million Onnc-
billion in worldwide damages, but observed, ZO<<. Q,.wﬁ _.corm u%_.nM_vMM v
rate estimate! This compares to Computer mnosoa_n.m nm:qz:n__n um_c@.@: A_
lion in damages were incurred worldwide due to viruses in all 0 p-

408).

Although viruses could be used for warfare, perhaps the ;:n.m: is over-
s come not from external hackers, using viruses
s or former employees. Perry (2006)
Survey found that the
dent was more than

stated. Most security breache
and other tools, but from employee .
reported that the “DTI Information an.:._Q wnnm.—nrn.m .
average cost to large businesses of a major mnn.._:Q :_nw_v dy S
$170,000— and 87 percent of them had n.xvn:n-wn& a breach, ks
threat from the inside of an organization is considerably higher t an t .
from the outside (p. 11). Perry concluded, “Whatever the true moﬂ. _M”nm_.s .
threats certainly cost millions more every year than losses from viruses or spy
ware” (p. 11; see also, “IP Theft Costs,” 2003, p. 3). e B
Although viruses receive a lot of press »Sn—. are highly q:m.r e gl
occur, combatants are more likely to exploit existing .mwim in t _M SO .?<_» i
use other programs to gain access to the network. Viruses wor .:Em: _.wm -
y disable a network and would therefore remain use ﬂ nm
the perspective of cyberwar, but in a more limited capacity a.run”nwmwnmn“
m::.ocsm.m:m them would indicate. Ow:..r»ﬁ:..w may .Vn more :“.nB d in
keeping the network open, especially if they wish to ::anﬂa e w_nwm&
munications. Moreover, viruses are difficult to control once they are re
and may hinder friendly systems as well as those of the enemy.

way to temporaril

Cyberwar as an Appendage to Conventional Warfare

Where cyberwar has the greatest chance of impact is as an appendage to
quilla and Ronfeldt (2001) explained that

> (i 281 ke
netwar is not simply a function of ‘the Net’ (i.e., the Internet); it does not w_w
place only in “cyberspace” or in the “infosphere.” Some battles may A_unn.: t _“wnn.

i what
but a war’s overall conduct and outcome will normally depend mostly on

it wi i in information age
s in the “real world” — it will continue to be, even in info rm
n cyberspace or the

conventional warfare. Ar

happen .
ncmmmna_ generally more important than what happens i

infosphere [p. 11].

i ility of non-state actors to
in part, comes from the ability

evel playing field in cyberspace. Oxblood Ruffin
lective Cult of the Dead Cow, argued,

Cyberwar’s power,
take the battle to a more |
(2000), a member of the hacker col
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“Where a large physical mass is the currency of protest on the street, or at
the ballot box, it is an irrelevancy on the Internet.... Programs make a differ-
ence, not people” (paragraph 18). Separating the programs from the people
implies a significant shift in warfare and protest.

The possibilities of electronic systems to alter the balance of power
between the nation state and groups of citizens can be found in the study of
social movement protest actions in which protesters use technology to inte-
grate digital strategies with physical action. Kahn and Kellner (2004) explained
that social movements are becoming increasingly technologically savvy, with
members using cell phones, personal digital assistants (PDAs), global posi-
tioning systems (GPS), laptops, wireless internet access, and engaging in
actions such as wardriving and blogging to disseminate their message. The
anti-globalization movement in parricular has made significant use of new
media as a way to forward its goals and enhance its protest actions (e.g.,
DeLuca & Peeples, 2002; Juris, 2005; Kahn & Kellner, 2004; Van Aelst &
Walgrave, 2002).

Rheingold (2002) suggested that individuals can be brought together as
“smart mobs” through a mixture of technologies such as mobile phones, wire-
less Internet, text messaging systems, and blogging. According to Rheingold,
smart mobs “cooperate in ways never before possible because they carry devices
that possess both communication and computing capabilities” (p. xii). In one
striking example, Rheingold called President Joseph Estrada of the Philip-
pines, who had just had his impeachment proceedings stopped by support-
ers, “the first head of state in history to lose power to a smart mob” (p. 157).
According to Rheingold,

Tens of thousands of Filipinos converged on Epifanio de los Santas Avenue,
known as “Edsa,” within an hour of the first text message volleys: “Go 2EDSA,
Wear blck.” Over four days, more than a million citizens showed up, mostly

dressed in black. Estrada fell. The legend of “Generation Txt” was born [Rhein-
gold, 2002, pp. 157-158].

The diffusion of mobile technologies such as cellular phones, wireless
internet, text message systems (SMS) and interconnected devices such as per-
sonal digital assistants (PDA) and global positioning system (GPS) units allow
groups to function as united bodies, especially when combined with websites
generating RSS (Really Simple Syndication) feeds which provide constantly
updated information from a centralized location. Such technologies are impor-
tant when opposing a militarized police force equipped with tactical commu-
nication systems and help to shift the balance of power. Although the end
result in Rheingold’s example — physical protest — is similar to previous social
movement actions, the means by which it is conducted and organized have
become more efficient, more tactical.
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Concluding Postscript

As I wrote this conclusion, Russia and Georgia were locked in a conflict
that included both physical attacks and cyber attacks. Don Jackson, director

“s

of threar intelligence for SecureWorks, explained that “in the run-up to the
start of the war over the weekend, computer researchers had watched as bot-
nets were ‘staged’ in preparation for the attack, and then activated shortly
before Russian air strikes began on Saturday” (quoted in Markoff, 2008, para-
graph 15). In an illustration of how difficult it is to trace the protagonists in
cyberwar, Markoff (2008) reported, “Exactly who was behind the cyberat-
tack is not known” (Paragraph 8). It seems that cyberwar is not the future of
war; cyberwar is now just another component of modern warfare. Thus, the
future of war is likely to be an age old story — the violent deaths of men,
women, and children as people continue to march to the barttlefield. Cyber-
war only expands the battlefield and allows more people to enter.

NOTE
1. Website defacement is quite common. For example, in the week ending August 2,
2008, Zone-h, a cyber security site, reported 9,717 website defacements. This is only a

representation of defacements that were reported. For up to date information on website
defacements, view the attack archive at www.zone-h.org.
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